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Abstract. Portfolio optimisation is a key issue in finance for individual 

investors and asset managers to make profits or hedge against market risks. Based 

on the analysis of financial time series using machine learning techniques with 

mathematically adaptive data selection, we predict the future trends of the stocks 

and make efficient profitable portfolio selection. It is the novelty of this work to 

express the training data as the union of subsets of similar data and build multiple 

machine learning networks, each one of which is specialised for the trends in one 

subset. Similar data in a subset gives ease of learning, which eventually leads to an 

improvement in prediction accuracy. The consideration of the possibility from one 

trend in the past to various outcomes in the future is another novelty. The portfolio 

management based on such improved learning gives the high rate of returns. When 

the proposed portfolio management scenario is applied to the stocks included in 

KOSPI index in Korea, up to 4 times more profits than the standard management 

are obtained.  

Keywords: portfolio optimisation, stock market forecasting, deep learning, 

rebalancing scenario. 
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1. Introduction 

 

Allocation of assets to maximise expected returns and minimise costs such 

as risk is one of the most essential problems in finance. Traditionally, the Efficient 

Market Hypothesis (EMH) [1] implies that since asset prices fully reflect all the 

available information, it is hard to make a better prediction than the market. 

However, many studies report that the information from market data may predict 

asset fluctuations or yield returns better, [2, 3].  Also, it is being studied that 

superior results can be obtained by applying these predictions to portfolio 

optimisation models such as the existing mean-variance or omega models, [4, 5]. 
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Recently, various machine learning (ML) techniques have been studied in 

many application fields including finance, to analyse vast amounts of data and 

make accurate predictions, [6, 7]. From single classifiers such as linear regression, 

decision tree, k-nearest neighbours and support vector machine to multiple 

classifiers such as random forests (RF) and majority voting, various ML methods 

are being used for financial market analysis, [8, 9]. Also, the deep learning (DL) 

algorithm, called Long Short-Term Memory (LSTM), is introduced by Hochreiter 

and Schmidhuber [10] and has been applied to achieve good results for financial 

market data [11, 12, 13].  

But the accuracy of ML or DL prediction in the area of finance is not 

greater than those in other areas and is not always proportional to the amount, 

either. One of the reasons is that financial data shows oscillatory patterns due to 

high dimensional, nonstationary and complex nature of financial market, and thus 

similar trends of the financial data in the past may not lead to identical results in 

the future. Thus, the accuracy of the financial prediction depends not only on the 

quantity of the data, but also on its quality.  

In order to compensate for these difficulties, we devise a new adaptive data 

selection method, and aim to improve accuracy by learning data similar to the 

patterns of recent trend so that the profit of the portfolio can be increased. Instead 

of constructing single ML or DL network which handles and learns all the financial 

patterns, we represent the training data by the union of subsets, each of which is a 

collection of data having similar patterns, and build multiple networks designed for 

the patterns in each one and only one subset. The distribution of tasks will lead to 

specialisation and eventually increase efficiency and accuracy of learning. Given a 

test data, the ML or DL network trained with the closest subset in terms of 

similarity is applied to its prediction. Here, the Dynamic Time Warping (DTW) 

method is used to measure the similarity between the data, [14, 15]. 

In order to choose the profitable assets, four different data construction 

methods are compared, including a method of collecting the data of similar trends 

based on DTW, called the Adaptive Data Selection (ADS-DTW), which we 

propose in this study. Then we perform random forests (RF), the ensemble learning 

method for classification, or LSTM to forecast up or down movement on the next 

rebalancing date. The results are analysed using the top 10 stocks in the KOSPI 

index in trading volume for 11 years from 2010 to 2020. The proposed ADS-DTW 

gives the best performance in return. The proposed method is generic, so that it can 

be combined with any machine learning methods. 

The rest of the paper is organised as follows. Section 2 provides the 

summary of data and explains four data construction methods. Section 3 reviews 

the learning models, RF and LSTM, and portfolio selection scenarios. The 

experimental results with data analysis are presented in Section 4 and the 

conclusions are drawn in Section 5. 
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2. Data construction methods 

 

2.1 Data 

 

The stocks included in KOSPI index in Korea are used in the experiments. 

Top 10 stocks in KOSPI index in trading volume for 11 years from 2010 to 2020 

are used in this study and the last 400 values are used as the test data, see Figure 1. 

 

 
 

Figure 1. Financial data from top 10 stocks in KOSPI index in trading volume 

for 11 years from January, 2010 to December, 2020. 

 

Table 1 describes the statistics including the count, mean, standard 

deviation, minimum, first-, second-, and third-quartiles, and maximum of the 

market data used. 

 

Table 1. Statistics (count, mean, standard deviation, minimum, first-, second-, 

and third-quartiles, and maximum) of top 10 stocks in KOSPI index in 

trading volume for 11 years from January, 2010 to December, 2020. 

 
 

The financial data are oscillatory as in Figure 1, making it difficult to 

capture and learn its trend. The fluctuation in the data is smoothened out by using 

the exponentially weighted moving average in this study. Let us denote the asset 
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price 𝑆𝑡 ≡ 𝑆(𝑡) at time 𝑡. Then the exponentially weighted moving average 𝑆�̅� is 

computed by  

{
 𝑆0̅ = 𝑆0

𝑆�̅� = (1 − 𝛼)𝑆�̅�−1 + 𝛼𝑆𝑡

 

 

where 𝛼 = 1 − exp(−ln (2)/ℎ𝑎𝑙𝑓𝑙𝑖𝑓𝑒). The data used in Section 4 are smoothed 

out using ℎ𝑎𝑙𝑓𝑙𝑖𝑓𝑒 = 1.75. 

After smoothing the data, the label is defined by the difference between the 

average of the past w smoothened data and the (non-smoothened) raw value in p 

days because the oscillatory pattern does not provide a reasonable label if the 

labelling is defined by the net difference of (non-smoothened) raw values between 

two days. The past w smoothened values after the standardisation procedure are 

provided as the feature values at each point. The parameters w and p are set to 20 

and 10, respectively, in this study. 
 

 

2.2 Training data construction  

 

The training data is constructed in 4 different ways. The first approach is to 

use all the data except the test data as the training data, which will be called Whole 

in this study, and the other 3 methods define the training data with a subset of 

Whole. One way to consider a subset is to select the data that belong to a temporal 

period comparatively close to the test data, which will be called Recent below. In 

this study, data from the last 500 days are used as a training data set for Recent. 

The next two methods introduce subsets of the training data and construct 

several ML networks, each of which is specialised for the patterns in each subset. 

One method uses K-means unsupervised clustering to partition the training data 

into several disjoint clusters. The K-means tries to partition the data into the groups 

of objects that are more related to each other than to objects in other groups. Then, 

a machine learning algorithm is applied to each cluster. For example, if the K-

means splits the whole data into 5 clusters and if the LSTM method is considered, 

5 LSTM-based neural networks are constructed, each of which is trained with one 

and only one cluster out of 5. Then, for each data in the test data, the K-means 

clustering is applied to identify the cluster it belongs to and the neural network 

trained with that specific cluster is used for its prediction. Such a method will be 

called K-means.  

The other method to obtain subsets improves the K-means above in two 

aspects. Firstly, since unsupervised clustering may not be directly related with 

increase or decrease of stocks, we may gather mathematically similar data into the 

same subsets to form a cover of the training data. A cover of a set 𝑋 in mathematics 

is a collection of its subsets whose union is the whole set 𝑋. The subsets will be 

constructed so that the data in the same subset of the cover have the same trends in 

terms of up-down movement. The method we propose measures the distance to 

identify the data of similar trends. Since the data we consider in this study are 
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financial time series, the Dynamic Time Warping (DTW) is used to measure the 

distance between two data. Contrary to L1 or L2 norms, DTW is efficient in 

measuring the difference between time series. The large DTW value implies that 

the patterns for two corresponding data are not close enough. See [14, 15] and 

references therein for more information on the DTW algorithms. Secondly, 

unsupervised clustering partitions the training data into disjoint subsets. That is, 

each data belongs to one and only one subset. But financial data shows oscillatory 

patterns and thus similar trends of the financial data in the past may not lead to 

identical patterns in the future. Thus, some trends should be considered for multiple 

outcomes or labels, which can be modeled by nonempty intersections of a cover. 

The resultant approach called Adaptive Data Selection with DTW (ADS-DTW) is 

explained in more detail below. 
 

 
2.3 Adaptive data selection with DTW 

 

Given the whole data available as the training data, a mathematical cover 

will be introduced. Let us denote the asset price 𝑆𝑖 ≡ 𝑆(𝑡𝑖)  at time 𝑡𝑖, 𝑖 =
1,2, … , 𝑁 and the whole set 𝑆 = {𝑆𝑖, 𝑖 = 1,2, … , 𝑁 }. Consider covering of 𝑆, 𝑆 =
 ⋃ 𝐶𝑗

𝐾
𝑗=1 , where 𝐶𝑗, the subsets of 𝑆, are constructed as follows. The first step is to 

select one data, 𝑥1, (the red circle in the Figure 2 (Left)) and find M nearest data 

(circles inside the blue circle in the Figure 2 (Left)) to define the first group, 𝐶1. 

The distance is measured by DTW. The second step finds the farthest data from the 

center of the first group, called 𝑥2, (the red circle in the Figure 2 (Middle)) and 

finds M nearest data (circles inside the green circle in the Figure 2 (Middle)) to 

define the second group, 𝐶2. The intersection between 𝐶1 and 𝐶2 may not be an 

empty set. The next step is to find the farthest data from the centers of two 

previously defined groups, called 𝑥3, (the red circle in the Figure 2 (Right)) and 

find M nearest data (circles inside the yellow circle in the Figure 2 (Right)) to 

define the third group, 𝐶3. The intersection between two distinct 𝐶𝑗’s may not be an 

empty set. The procedure is repeated until the entire data is covered.  

 

 
 

Figure 2. Construction of groups using ADS-DTW. 
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Then a machine learning algorithm is applied to each group similarly to the 

K-means approach in Section 2.2. For example, if the whole data is covered by 5 

groups and the LSTM method is considered, 5 LSTM-based neural networks are 

constructed, each of which is trained with one and only one group.  Then, for each 

data in the test data, the DTW-based distance between the given data and each 

centre of the groups is measured and the learning algorithm trained with the group 

corresponding to the closest distance will be used for the prediction of the given 

test data. M is set to 500 in this study. 

Note that there may be an intersection between groups (like the filled circle 

in the Figure 2 (Right)), which is one of the differences from unsupervised 

clustering where the whole data are partitioned to disjoint clusters so that two 

different clusters have no elements in common. In case of the images of 

handwritten digits or animals, each image corresponds to one label, and 

partitioning from unsupervised clustering may be applicable. In case of the 

financial stock prices, on the other hand, similar trends may not lead to the same up 

or down movements. Thus, for such financial data, it is reasonable to educate the 

learning algorithm about the possibility of more than one outcome, and the 

consideration of non-empty intersection above may enhance the learning algorithm. 

The difference between partitioning with K-means and grouping with ADS-DTW 

is shown in the Figure 3 (Left). Note that in the partitioned data from K-means 

some data may be closer to the centre of other cluster and thus similarity may not 

be properly represented by the closest center. On the other hand, the groups from 

ADS-DTW are constructed based on the distance from the centres, so that 

similarity among the data within the same group is guaranteed. After dividing the 

data, we train the data of each group by applying machine learning techniques as 

shown in the Figure 3 (Right). 

 

 

    
 

 

Figure 3. (Left) Comparison of groups between K-means and ADS-DTW and 

(Right) application of the machine learning method to each group. 
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3. Models 

 

3.1. Learning models 

 

First, let us take a brief look at the machine learning and deep learning 

methods we use. The Decision Trees are one of the easy-to-understand and well-

used machine learning techniques as a method of classifying input data like a flow 

chart through questions in several stages. The Random Forests (RF) construct a 

multitude of these decision trees at training time and then ensemble their outputs. 

Random forests generally outperform decision trees and can be applicable to a 

wide range of problems, [16, 17].  

Long Short-Term Memory (LSTM) is a kind of neural network that 

processes sequential data. By introducing a self-loop, a path through which the 

slope can flow for a long period of time is created, [10,18]. LSTMs have been 

found to learn long-term dependencies more easily than regular Recurrent Neural 

Networks (RNNs) and have been shown to perform well in financial time series 

processing problems, [11, 12, 13]. Figure 4 is a conceptual diagram of (Left) the 

RF and (Right) the LSTM. 

 

   
 

Figure 4. Conceptual diagram of (Left) the Random Forests and (Right) the 

Long Short-Term Memory  

 

3.2. Portfolio selection scenarios 

 

In the study, we construct a portfolio with 10 KOSPI stocks and run it for 

400 days. We compare three portfolio management scenarios. The first scenario 

does not reorganise assets over the whole period once the assets are initially 

distributed. It is called Buy & Hold in this study. The other two scenarios 

restructure assets based on forecasts. The increase or decrease of each stock in 10 

days is expected 40 times for 400 days, and one reallocates assets every 10 days 

when a new prediction is made. One scenario considers Long only. That is, the 

portfolio is constructed with stocks which are expected to increase in 10 days, and 

asset rebalancing is performed every 10 days, while no action is performed for the 

stocks which are expected to decrease. The other algorithm called Long & Short 

scenario additionally performs short selling. In other words, the portfolio consists 
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of the stocks which are expected to increase in 10 days similarly to the former, and 

short selling the stocks which are expected to decrease is additionally performed. 

The ADS algorithm for Long & Short portfolio management scenario is given as 

follows. The algorithm for Long only can be easily derived from this algorithm. 

 

 

 
 

 

 

4. Empirical Experiments 

 

4.1. Forecasting 

 

We summarise the prediction accuracy for various data construction 

methods in Table 2. While RF seems to train properly, the LSTM seems to overfit 

slightly, especially in the Whole and Recent cases, and the result of the portfolio 

management below seems to be a consequence of this.  

Figure 5 shows the ranges of prediction accuracies. The lower left bound 

of each bar represents the accuracies for the worst-case scenarios. The lower 

bounds of Whole and Recent go far below, while the bounds of K-means and ADS-

DTW are relatively high, which shows that K-means and ADS-DTW are relatively 

reliable compared to Whole or Recent. That is, the construction of multiple 

networks specialised for the patterns in the subsets of the cover seems to be 

effective, leading to the excess of profit as shown in Section 4.2 below. 
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Table 2. Summary of the prediction accuracy using the training data 

construction methods, Whole, Recent, K-means and ADS-DTW. 

 
 

 

 
Figure 5. The ranges of prediction accuracies. 

 
 

Table 3 shows the confusion matrices with respect to the training data 

construction method. Given the prediction for the upward or downward movement, 

the true positive (TP) and the true negative (TN) represent the numbers of correct 

predictions for the positives and negatives, respectively. Similarly, false positive 

(FP) and false negative (FN) show the numbers of wrong predictions for positives 

and negatives. The confusion matrix is a 2 × 2 matrix filled with TP, FP, FN, and 

TN. The accuracy (ACC) is a performance metric defined by  

 

ACC =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
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and the F1-score is another metric defined by 

 

F1 =  2  
𝑃𝑅𝐸 × 𝑅𝐸𝐶

𝑃𝑅𝐸 + 𝑅𝐸𝐶
 

 

where the precision (PRE) and the recall (REC) are PRE =
𝑇𝑃

𝑇𝑃+𝐹𝑃
, REC =

𝑇𝑃

𝑇𝑃+𝐹𝑁
 . 

 

 

 

Table 3. The confusion matrices for (Top) RF and (Bottom) LSTM with 

respect to the construction method of the training data 

 

RF 

 
 

LSTM 

 
 

 

In Table 3 for RF, the prediction accuracy (ACC) and F1-score of Recent 

are relatively lower than those of the others, which leads to low profit of the 

portfolio in Section 4.2. In Table 3 for LSTM, the values of Whole and Recent are 

low, which affects the profit of the portfolio. 

 

 

4.2. Portfolio Managements 

 

Figure 6 (Top) shows the changes in the portfolio values when the 

prediction is made with RF and Figure 6 (Bottom) shows the changes with LSTM. 

Two left figures in Figure 6 are the results when only long is considered, while the 

two right figures are the results when short selling is also considered. In all four 

situations, ADS-DTW shows better performance than the others. Note that the 

results from Whole and Recent depend on machine learning methods. In particular, 
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it seems that the usage of the whole KOSPI stock data does not improve the 

prediction of LSTM. 

 

 

 

 
 

Figure 6. The changes of the portfolio values based on (Top) RF and (Bottom) 

LSTM and using (Left) ‘long only’ scenario and (Right) ‘long & short’ 

scenario. 

 

 

In order to analyse Figure 6, let us compare the values of the portfolio with 

the prediction accuracy at each point in time. Figure 7 shows the Long only case 

with RF. Figure 7 (Top) represents the values of the portfolio from 4 training data 

construction methods and Figure 7 (Bottom) represents the prediction accuracy of 

the portfolio defined by Eqn. (1): 

 
(the number of stocks which are expected to increase and actually increase)

(the number of stocks which are expected to increase )
       (1) 

 

at each rebalancing point. Note that ADS-DTW (red) shows better prediction 

accuracies between 280 and 360 so that its portfolio value increases more than the 

others. Such a superiority of the prediction accuracy seems to lead to the portfolio 

profit difference.  
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Figure 7. (Top) Comparison of the values of the portfolio between 4 training 

data construction methods and (Bottom) the prediction accuracy based on 

Eqn. (1) using the Long only scenario with RF. 
 

 

Figure 8 shows the results based on the Long & Short policy and RF. Since long 

and short sell are both considered, the prediction accuracy at each point is defined 

by Eqn. (2): 

 
  (the number of stocks which are expected to increase and actually increase)

+(the number of stocks which are expected to decrease and actually decrease)

(the number of stocks)
   (2) 

 

ADS-DTW (red in Figure 8) shows satisfactory predictions after 240 days 

at which its portfolio profit begins to outperform the others, while Recent (blue in 

Figure 8) shows poor predictions between 200 days and 240 days at which its 

portfolio begins to underperform the others. Note that the superiority of the 

prediction accuracy of DTW for Long & Short is better than that for Long only, 

which explains that the portfolio value from Long & Short is higher than the value 

from Long only. Similar analysis can be performed for LSTM (not shown) to 

support the advantage of ADS-DTW. 

 

 

 
Figure 8. (Top) Comparison of the values of the portfolio between 4 training 

data construction methods and (Bottom) the prediction accuracy (Bottom) 

based on Eqn. (2) using the Long & Short policy with RF. 
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Figure 9 shows the excess of the profit from each portfolio management 

policy compared to the Buy & Hold as the benchmark. The advantage of ADS-

DTW is confirmed again, and the excess of profit from ADS-DTW increases in 

time for both (Top) Long only policy and (Bottom) Long & Short policy. In case of 

Long only with RF, ADS-DTW results in almost double the profit of Whole (blue) 

and K-means (green) and three times the profit of Recent (orange) in Figure 9. In 

the case of Long & Short with RF, the advantage of ADS-DTW over the other 

three types gets bigger, and the profit from ADS-DTW exceeds that of Recent even 

more than 4 times. In case of LSTM (not shown), ADS-DTW still dominates the 

others in terms of the profit for both Long only and Long & Short cases. 

 

 
Figure 9. Comparison of the excess of the profit from (Top) Long only policy 

and (Bottom) Long & Short policy with RF. 

 

 

Table 4 summarises the results of portfolio managements over a period of 

400 days. For each machine learning method and the training data construction 

method, the value of the portfolio (value) at the end of the management, the profit 

from the initial capital (profit), and the ratio (ratio) using the result of Buy & Hold 

scenario, which initially selects stocks and holds over the whole period, as the 

benchmark are shown. In case of RF, the Long only scenario outperforms the Buy 

& Hold scenario and the Long & Short scenario outperforms both the Long only 

and Buy & Hold scenarios for all training data construction methods, and more 

importantly, ADS-DTW outperforms the other 3 methods. Note that ADS-DTW 

with the Long & Short scenario results in even 4 times the profit from the Buy & 

Hold scenario. In case of LSTM, the results are similar except that Long & Short 

with Whole is not better than Buy & Hold. But ADS-DTW still outperforms the 
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others and ADS-DTW with the Long & Short scenario makes 2.3 times the profit 

than the Buy & Hold scenario.  

 

Table 4. Summary of the portfolio management using (Left) RF and (Right) 

LSTM for 4 training data construction methods and 3 policies. 

 
 RF 

 Whole Recent K-means ADS-DTW 

 value profit ratio value profit ratio value profit ratio value profit ratio 

Buy & 

Hold 
14.77 4.77  14.77 4.77  14.77 4.77  14.77 4.77  

Long only 18.66 8.66 1.8 17.30 7.30 1.5 18.54 8.54 1.8 22.18 12.18 2.6 

Long & 

Short 
21.04 11.04 2.3 18.09 8.09 1.7 20.18 10.18 2.1 29.09 19.09 4.0 

 

 LSTM 

 Whole Recent K-means ADS-DTW 

 value profit ratio value profit ratio value profit ratio value profit ratio 

Buy & 

Hold 
14.77 4.77  14.77 4.77  14.77 4.77  14.77 4.77  

Long only 14.38 4.38 0.9 18.06 8.06 1.7 16.48 6.48 1.4 18.89 8.89 1.9 

Long & 
Short 

12.46 2.46 0.5 19.74 9.74 2.0 16.00 6.00 1.3 20.90 10.90 2.3 

 

The advantages of ADS-DTW are observed in the experiments, and those 

seem to result from two factors. One is the close similarity of trends in the subsets 

of the cover. Since they are quite similar, it is easy to be trained within an ML 

network and then to be specialised. The other factor is the flexibility from non-

empty intersection of subsets, which can be led to possibly multiple outcomes in 

the financial markets. We are performing more on similarity analysis. 

 

 
 

5. Conclusions 

 

The current study proposes a quality data selection method which builds 

specialised networks and improves the value of the portfolio to enhance the profit. 

The method is validated by the stocks included in the KOSPI index in Korea.  

For the analysis of the financial market, the amount of data makes it 

difficult to apply the machine learning or deep learning. Since ADS-DTW selects a 

portion of useful information, it may be applicable to data reduction so that other 

advanced learning methods such as reinforcement learning can be combined. ADS-

like risk allocation to various assets using risk parity or risk budgeting approach 

and construction of a multichannel system for the prompt detection of several types 

of risk are on the future research agenda. 
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